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Abstract

This study aims to use financial variables, corporate governance variables, and cash flow variables to construct financial information fraud warning models for the manufacturing industry, and applies logistics regression and back propagation neural network (BPNN) to determine the accuracy rate of identifying normal company samples and fraudulent company samples. In a ratio of ‘1:2’, this study collects the data of 96 fraudulent company samples and 192 normal company samples, over a period of 3 years (a total of 288 samples) for prediction. The results indicate that debt ratio and shareholding ratio of board directors are two important financial variables for the identification of manufacturing industry frauds. Logistic regression has better identification capacity than BPNN in both cases of normal and fraudulent company samples. This study provides a set of correct and real-time financial information fraud warning models for the manufacturing industry, which can predict financial information frauds by observing the changes of various financial variables and shareholding ratio of the board directors in real-time. These findings can serve as a reference to financiers and the manufacturing industry for establishing credit policies.
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1. Introduction

The manufacturing industry has a dominating role in the global economy, according to the World Bank (2009), the output of the manufacturing industry accounted for approximately 18% of the global GDP in 2008. The manufacturing industries in China, the U.S., and Europe account for about 33%, 14%, and 25% of the global share, respectively. As the manufacturing industry is the source of the daily life goods and materials, the manufacturing industry will continue to play an important role in global economic development, regardless of the economic environment. Thus, when large-scale manufacturers are involved in frauds, and thus, cannot carry out normal operations, there would be great impact on the economy and stock market. At present, the global manufacturing industry is dominated by small and medium enterprises (SMEs), which have less financial controls and inferior accounting systems than large-scale enterprises, and are prone to financial statement frauds. To strengthen fraud controls and management systems, the U.S. and other countries have enacted regulations, such as Sarbanes-Oxley Act, Federal Sentencing Guidelines, to increase the responsibility of the management regarding fraud risks. This is sufficient to suggest that fraud risk management has become a trend. For the prevention of manufacturing industry frauds, in addition to the external legislation and the establishment of goods enterprise internal control, causes for frauds are usually traceable. Therefore, it is necessary to design and construct objectively and scientifically a set of financial information fraud warning models for the manufacturing industry.

As the financial statement is the most direct tool to present the overall performance of an enterprise, financial statements are often used as a financial distress warning assessment tool (Mensah, 1984; Gentry et al., 1987; Beaver, 1996; Wu, 2004). However, the frequent financial statement frauds involving small and medium manufacturers seem to suggest that traditional financial distress warning systems are unable to effectively detect financial information frauds. Hence, related studies have applied other indicator variables to construct new warning models that better detect fraud risks (Dechow et al., 1996; Beasley, 1996; Ward and Foster, 1997; Abbott et al., 2000). Therefore, this study employs the concepts of financial distress warnings and enterprise bankruptcy predictions as reference for the construction of financial information fraud risk warning models in the manufacturing industry.

Early studies focused on Beaver (1966) and Altman (1968) and the introduction of univariate and multivariate discriminant analysis (MDA) to assess whether the financial condition is robust. Related studies have focused on the forecast of different model, such as logistic model and back propagation neural network (BPNN) (Martin, 1977; Ohlson, 1980; Zmijewski, 1984; Zavgren, 1985; Coats and Fant, 1993). The univariate model cannot take into account multivariate changes. Models constructed by MDA cannot measure the probability of risk occurrence. However, the independent variables used by logistic regression models can be abnormal, and such models are suitable for non-linear analysis. In addition, the application of BPNN complies with the characteristics of non-linear and non-structural reality, and has a high degree self-learning and differentiation capability. Hence, logistic regression and BPNN methods...
are gradually recognized and applied, in particular, in the fields of financial distress warning and stock price prediction (Altman et al., 1994; Ahn et al., 2000; Shively, 2003; Black and McMillan, 2004; Jasic and Wood, 2004; Rapach and Wohar, 2005). Therefore, this study uses specific financial indicators, variables including corporate governance and cash flow to construct a set of financial information fraud warning models, and predict the possibility of manufacturing industry financial information fraud by using logistic regression and BPNN. It also compares the prediction accuracy rates of the two methods. This paper is organized as follows. Section 2 introduces the theoretical background. The model construction and implementation are shown in Section 3. An empirical study is presented in Section 4. Finally, discussion and conclusions are given in Section 5.

2. Literature review

Recently, the exposure of fraudulent financial reporting caused business fraud that made a great impact on global financial market. However, business fraud not only included the financial fraud, but also there are some fraudulent behavior usually occurs in employee. Based on Statement on Auditing Standards No. 53 (SAS NO.53), the business fraud events included the employee fraud and management fraud. The management fraud usually denote the financial statement fraud, and the higher management level, the more difficult the effective detection of accountants. Employee fraud is the misappropriation of assets. It usually occurs in the asset management of the employee, and can be audited by effective internal control.

In addition, according to SAS No. 82, the risk of fraudulent misstatement divided into fraudulent financial reporting and misappropriation of assets. Misappropriation of assets included that susceptibility of assets to misappropriation and controls (These involve the lack of controls designed to prevent or detect misappropriations of assets). The risk factors of fraudulent financial reporting included management's characteristics and influence over the control environment, industry conditions, operating characteristics and financial stability. Based on the above description, the financial fraud is the most common type of business fraud.

In the development process of traditional financial distress warning models, Beaver (1966) first constructed a crisis-warning model with the univariate method, however, the univariate method could not take into account the multivariate changes. Therefore, Altman (1968) further used the MDA in the construction of a crisis-warning model, which was named the Z-score model. Moreover, in the model constructed, the related variables involved have received considerable attention by both academics and practitioners. Some studies have been specified financial variables (Loebbecke et al., 1989; Bell et al., 1991; Platt and Platt, 2002; Foreman, 2003; Chi and Tang, 2006), and other related research focus the various corporate governance variables were integrated into the financial distress warning (Beasley, 1996; Dechow et al., 1996, Abbott et al., 2000; Bell and Carcello, 2000; Sharma, 2004; Wolfe and Hermanson, 2004; Shih et al., 2008; Wang et al., 2010).

In addition, Beaver (1966) was the first scholar to use statistical methods to discuss enterprise financial distress, as well as the first to use a cash flow ratio to detect
business crisis warnings. Largay and Stickney (1980) integrated cash flow of operational activities into a bankruptcy-warning model in a case study. Gombola and Ketz (1983) extended the samples to cover all industries, using the cash flow of the operational activities to predict enterprise financial distress. Gentry et al. (1985) used MDA, probit, and logistic methods in bankruptcy warning empirical studies, and found that cash flow variables from operational activities could increase model validity (Casey and Bartczak, 1985; Foster, 1997; Cochran et al., 2006; Wang et al., 2010).

Nevertheless, a MDA-constructed model was still unable to measure effectively the crisis probability. The empirical study results suggested that logistic regression is better than the probit model in terms of prediction accuracy, thus, logistic regression is considered a data analysis method that can effectively construct warning models (Martin, 1977; Ohlson, 1980; Zmijewski, 1984). According to its characteristics, logistic regression is mainly to address problems in the classification of data by variables. The occurrence of manufacturing industry frauds requires dual classification variables, and thus, and it is suitable to use logistic regression for prediction.

Moreover, real world, non-linear relations exist in between variables, and it is difficult to present such relations by general mathematical models, while the neural network of the artificial intelligence field is able to solve various non-linear and non-structural problems. Based on the study of the brain and neural system, BPNN is an information processing technology of a group of data composed of input and output data to establish a relation system between the two. The model can be applied in the estimation, prediction, decision-making, diagnosis, and construction of non-linear models, which accepts variables of various types as input. Its network learning model, high degree of self-learning, and differentiation capacity has been recognized by scholars from various fields (Zobel et al., 2004; Lu et al., 2006; Wang et al., 2007; Niaki and Abbasi, 2007, Hwaing, 2008; Lin et al., 2008; Chen and Wang, 2009), and then, was gradually extended to the business field in the 1990s, on topics such as financial distress warning, stock price prediction, and loan risk warning (Cao et al., 2005; Becerra et al., 2005; Tseng et al., 2008; Tsai et al., 2009; Chen and Du, 2009). Past studies suggested that the prediction capability of the neural network is actually better than the traditional statistical methods (Malhotra et al., 1999; Salchenberger et al., 1992; Chen and Huang, 2003; Baesens et al., 2005; Wang, 2009). This study mainly uses financial indicators, corporate governance, and cash flow variables to construct the manufacturing industry financial information fraud warning models, using logistic regression and BPNN for model construction and fraud warning, respectively, and discussing the prediction capacity.

3. Methodology

3.1. Sample selection and data source

Data selection of this study is mainly based on the annual reports of companies in Taiwan’s manufacturing industry, with applications of integrated financial statements as additional conditions for sample selection. Most studies on financial information fraud model adopted the matching ratio of 1:1, namely one fraud sample to one
normal sample (Beaver, 1966). This study considered practical situations, and to avoid the dilution of normal samples by oversampling, which may lead to sampling errors of the selection basis (Zmijewski, 1984), it increased the number of normal company samples to improve model fitness. A total of 96 manufacturers with financial information fraud from 1998 to 2008 were selected (abnormal company samples), and 192 normal companies (normal company samples) of similar capital scale were selected for comparison. The ratio of normal samples to those with financial information fraud was 1:2, for the construction of warning models.

The data were sourced from the Taiwan Economic Journal (TEJ), the top ten commercial banks in Taiwan, Market Observation Post System, Investors Protection Center, the major financial information fraud cases published by the Financial Supervisory Commission, Executive Yuan, and judgments from the jurisprudence database of the Judicial Yuan. Data were sourced for a period of three years, starting from the year of financial information fraud exposure \( t \), namely \( t, t-1, t-2 \).

Normal company samples were acquired in the same manner.

3.2. Research variables

Based on literature reviews, this research selected five financial indicators, one corporate governance indicator, and one cash flow indicator as the prediction variables for manufacturing industry fraud warning. The definitions of various prediction variables are as follows:

1. Dependent variable

The dependent variable is defined as whether there is financial information fraud. Similar to the variables used by Beasley (1996) in a dichotomous approach, it is a virtual variable. The occurrence of financial information fraud is set as 1, otherwise, 0.

2. Prediction variable

(1) Current ratio

Current ratio \( (CR) \) is defined as: current asset \( (CA) \) divided by current liability \( (CL) \), representing the year of the fraud occurrence. Current ratio \( (CR) \) measures the short-term debt-paying ability of an enterprise (one year or a business cycle) to creditors; a higher \( CR \) means an increased possibility of repayment. The company may improve its \( CR \) by increasing current assets, such as receivables of higher liquidity, bills, and stocks; or decreasing short-term liabilities such as receivable accounts, and bills. Therefore, a higher \( CR \) means stronger company debt-paying ability and lower chances of fraud. Current ratio \( (CR) \) estimation equation is as shown by equation (1).

\[
CR_i = \frac{CA_i}{CL_i} \tag{1}
\]

(2) Debt ratio

Debt ratio \( (DB) \) is defined as: total liability \( (TL) \) divided by total asset \( (TA) \), indicating the year of fraud occurrence. Debt ratio \( (DB) \) measures the enterprise’s financial structure, reflecting that the enterprise capital comes from shareholder investment or debts. Higher \( DB \) means higher financial risks, and increased relative possibility of fraud. The debt ratio \( (DB) \) estimation equation is as shown by equation (2).
The growth rate of total assets (\( g_r \)) is defined as: current average total assets minus previous term’s average total assets, then divided by previous term's average total assets. The growth rate of total assets is able to measure enterprise growth. The fast growth of an enterprise is an important warning of financial information fraud (Loebbecke et al., 1989; Bell et al., 1991; Beasley, 1996). If the company has experienced abnormally faster growth than its industrial peers, it would be more easily for the management to bear the operational pressure, at times of economic recession, possibly leading to financial statement fraud to create a false image of stable growth. Therefore, this study includes the total asset growth rate as a model construct indicator, since higher total asset growth rate represents better current term growth of the company, and the higher possibility of future fraud. 

\[
 DB_i = \frac{TL_i}{TA_i} 
\]

(2) Growth rate of total assets

The growth rate of total assets (\( g_r \)) is defined as: current average total assets minus previous term’s average total assets, then divided by previous term's average total assets. The growth rate of total assets is able to measure enterprise growth. The fast growth of an enterprise is an important warning of financial information fraud (Loebbecke et al., 1989; Bell et al., 1991; Beasley, 1996). If the company has experienced abnormally faster growth than its industrial peers, it would be more easily for the management to bear the operational pressure, at times of economic recession, possibly leading to financial statement fraud to create a false image of stable growth. Therefore, this study includes the total asset growth rate as a model construct indicator, since higher total asset growth rate represents better current term growth of the company, and the higher possibility of future fraud. 

\[
 g_r = \frac{\text{Avg}(TA_{t-1}; TA_t) - \text{Avg}(TA_{t-2}; TA_{t-1})}{\text{Avg}(TA_{t-2}; TA_{t-1})} 
\]

where: \( \text{Avg}(TA_{t-1}; TA_t) = \frac{TA_{t-1} + TA_t}{2} \); \( \text{Avg}(TA_{t-2}; TA_{t-1}) = \frac{TA_{t-2} + TA_{t-1}}{2} \).

(3) Return on assets (ROA)

ROA measures the profit making capacity of an enterprise. The company may improve the net profit created by unit assets through increasing the net profit or asset turnover rate. The maximization of profits through assets is the aim of an enterprise; therefore, a higher ROA means stronger earning capacity and lower chances of fraud. 

ROA estimation equation is as shown by equation (4).

\[
 ROA_t = \frac{EBIT_t}{\text{Avg}(TA_{t-1}; TA_t)} 
\]

where: \( EBIT_t \) denotes current term earnings, before interest and taxes.

(4) Total asset turnover (TAT)

Total asset turnover is defined as: the net current term business revenues divided by the average total assets, both at the beginning and the end of the term. TAT can be used to measure operational capacity, inspect the overall use of assets, and the properness of investments, indicating the business revenue each unit asset can create. Higher TAT represents better operational capacity, and lower probability of fraud. 

\[
 TAT_t = \frac{Sales_t}{\text{Avg}(TA_{t-1}; TA_t)} 
\]

(5)
(6) Shareholding ratio of board directors (HRD)
Since the proposal of the agency theory by Jensen and Meckling (1976), the conflict between the right to control and the control of cash flow has been continually studied by follow-up scholars. Companies of higher shareholding ratios of board directors can better focus on creating value for the company, and have lower possibilities of conflicts with the interests of shareholders. Therefore, this study expects that higher shareholding ratio of board directors means lower possibility of fraud. The estimation of shareholding ratio of board directors (HRD) is the total general shares held by the board of directors at the end of the term, divided by the total outstanding general shares at the end of the term.

(7) Operating cash flow cover ratio (OCFC):
Operating cash flow cover ratio measures the cash flow created by the enterprise, in the form of debts. Its estimation is cash flow from operational activities, divided by the current term total debts. The cash flow viewpoint can measure the stability of an enterprise’s long-term debt-paying capacity, and monitor the demands on short-term capital. Higher OCFC represents stronger due debt-paying ability of the enterprise, and lower fraud probability. \[ OCFC_i = \frac{OCF_i}{TL_i} \] where: \( OCFC_i \) denotes cash flow from operational activities.

3.3. Research methods
According to literature reviews, there are many types of warning methods for enterprise financial distress, such as the univariate regression analysis, MDA, logistic regression analysis, and artificial intelligence. The logistic regression method can solve the problem of explaining abnormal variables of MDA. In addition, neural network is an information processing and computing system that used an enormous amount of simple linking artificial nerves to simulate the capability of biological neural network (Freeman and Skapura, 1992), the application of back propagation neural network (BPNN) has high degree of self-learning and differentiating capabilities, among which, BPNN is the most representative and popular for issues of classification and prediction (Vellido, Lisboa, and Vaughan, 1999), and learning and recalling were applied for numerical estimations.

In Figure 1, this study employs one hidden layer for BPNN. The process determines the numeric weights for the connections among the nodes based on data training, yielding a minimized least-mean-square error measure of the actual, and the estimated values from the output. The connections weights are assigned initial values (Wang, 2009). Moreover, the error between the predicted and actual output values is back propagated via the network for updating the weights. The supervised learning procedure then attempts to minimize the error between the desired and forecast outputs. The BPNN must be trained before being applied for forecasting. During the training procedure, the BPNN learns from experience based on the proposed hypotheses (Lin and Yeh, 2006; Wang, 2009).
Most importantly, the financial distress warning models, as established by logistic regression and back propagation neural network (BPNN), have relatively higher accuracy rate of prediction. Therefore, this study employed logistic regression and back propagation neural network (BPNN) to predict manufacturing industry fraud risks. This study selected five financial indicators, one corporate governance indicator, and one cash flow indicator as the prediction variables for manufacturing industry fraud warning.

### 4. Empirical results

To construct financial information fraud warning models for the manufacturing industry, this study employed financial variables, corporate governance variables, and cash flow variables as the prediction variables. Logistic regression and BPNN were used as the warning methods. The relationships between various variables and manufacturing industry fraud are as shown in Table 1. With the exception of DB, other prediction variables are negatively related to “fraud or not”. Then, this study used logistic regression and BPNN to test the accuracy rate of the warning models, and selected the most suitable cutoff values by probability classification, providing an optimized warning model.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Variable indicator</th>
<th>Relationship to Financial Information Fraud</th>
<th>Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial Variables</td>
<td>Current Ratio (CR)</td>
<td>-</td>
<td>$x_i^c$</td>
</tr>
<tr>
<td></td>
<td>Debt Ratio (DR)</td>
<td>+</td>
<td>$x_i^d$</td>
</tr>
<tr>
<td></td>
<td>Total Assets Turnover (TAT)</td>
<td>-</td>
<td>$x_i^{at}$</td>
</tr>
<tr>
<td></td>
<td>Return on Asset (ROA)</td>
<td>-</td>
<td>$x_i^r$</td>
</tr>
<tr>
<td></td>
<td>Total Asset Growth Rate (g)</td>
<td>-</td>
<td>$x_i^{pg}$</td>
</tr>
</tbody>
</table>

Table 1
4.1 Logistic Model

First, related coefficients were used to analyze relations between the various prediction variables and the dependent variable (fraud or not). As shown in Table 2, current ratio, ROA, shareholding ratio of board directors, and operating cash flow cover ratios have significant negative impact on the fraud situation of manufacturing industry. Only debt ratio has a significant positive impact on the fraud situation.

The chi-square value of the financial information fraud for manufacturing industry using logistic regression is 64.728, indicating that the logistic regression model has good explanatory power and fitness degree. In the model, if the event occurrence probability value is $P > 0.5$, it is regarded as a fraudulent company sample, otherwise, if $P <0.5$, it is a normal company sample. The results of logistic regression analysis are as shown in Table 3, which indicate that debt ratio is significantly positively related to fraud, indicating that higher manufacturing industry DB means higher possibility of financial information fraud. The shareholding ratio of board directors is strongly and significantly negatively related to fraud, indicating that higher manufacturing industry shareholding ratio of board directors means lower financial information fraud possibility.
According to the logistic regression results, this research constructed the manufacturing industry fraud warning model, as shown by equation (7).

\[
\text{Logit}(P_i) = -0.005 + 0.001 x_{i}^{c} + 0.031 x_{i}^{d} + 0.001 x_{i}^{ef} - 0.02 x_{i}^{r} - 0.954 x_{i}^{ag} - 0.075 x_{i}^{b} - 0.437 x_{i}^{cf}
\]  

(7)

Logistic regression model training and prediction results are shown in Table 4. If predicting by the normal company samples, there are 192 normal companies at the beginning of model training, with 24 companies being misjudged as fraudulent, indicating the training accuracy rate is 87.5%. If predicting by the fraudulent company samples, 28 of the 96 fraudulent company samples are misjudged as normal, indicating the training accuracy rate is 60.4%. The overall model judgment accuracy rate is 78.5% on average. The results indicate that the capacity of identifying normal company samples is higher than the fraudulent company samples in the logistic regression warning model. The model constructed in this study has relatively significant accurate results when predicting the normal company samples. The research findings suggest that the warning indicators of the proposed logistic regression model have better capacity of identifying companies of financial information fraud.

Table 3

<table>
<thead>
<tr>
<th>Indicator</th>
<th>coefficient</th>
<th>S.E.</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_{i}^{c})</td>
<td>0.001</td>
<td>0.002</td>
<td>0.050</td>
</tr>
<tr>
<td>(x_{i}^{d})</td>
<td>0.031*</td>
<td>0.013</td>
<td>5.844</td>
</tr>
<tr>
<td>(x_{i}^{ef})</td>
<td>0.001</td>
<td>0.006</td>
<td>0.031</td>
</tr>
<tr>
<td>(x_{i}^{r})</td>
<td>-0.020</td>
<td>0.030</td>
<td>0.441</td>
</tr>
<tr>
<td>(x_{i}^{ag})</td>
<td>-0.954</td>
<td>0.792</td>
<td>1.453</td>
</tr>
<tr>
<td>(x_{i}^{b})</td>
<td>-0.075***</td>
<td>0.015</td>
<td>24.300</td>
</tr>
<tr>
<td>(x_{i}^{cf})</td>
<td>-0.437</td>
<td>1.038</td>
<td>0.177</td>
</tr>
<tr>
<td>constant</td>
<td>-0.005</td>
<td>0.893</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: *p<0.05; ***p<0.001.

Table 4

<table>
<thead>
<tr>
<th>Training Sample</th>
<th>Prediction Result</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal Sample</td>
<td>Fraud Sample</td>
</tr>
<tr>
<td>Test Sample</td>
<td>168</td>
<td>24</td>
</tr>
<tr>
<td>Fraud Sample</td>
<td>28</td>
<td>58</td>
</tr>
<tr>
<td>Overall Validity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As seen, the capacity of identifying fraudulent company samples is far below that of the normal company samples when the general probability is 0.5. This results in judgment imbalance and increased intangible costs of prediction. The capacity of identifying fraudulent company samples can be improved by selecting the most suitable cutoff values. Figure 2 shows the judgment accuracy rates in cases of different cutoff values. As seen, the intersection point of judging normal company samples and fraudulent company samples is 0.34. Therefore, it can be used as the fittest judgment cutoff value for another logistic regression model to balance the prediction capacity of the normal company samples and the fraudulent company samples.

Figure 2
Discriminant Analysis of Fitted Cutoff (Logistic Regression)

Therefore, this study employed the fittest cutoff value of 0.34 to retest the manufacturing industry financial information fraud warning models (Table 5). In the prediction results, the judgment accuracy rates for normal company samples, fraudulent company samples and overall samples are 77.6%, 77.1%, and 77.4%, respectively. Although the judgment accuracy rates of the overall samples and normal company samples when the fittest cutoff value are slightly lower than those in case of judgment cutoff value at 0.5, the judgment accuracy rate is close to 80%, with a considerably increased judgment accuracy rate of defaults. In consideration of risk costs, the fittest cutoff value at 0.34 can achieve the aim of balancing the judgment of normal company samples and fraudulent company samples, as well as relatively good fraud prediction capacity.

Table 5
The Prediction Results of Logistic Regression Model (cutoff value is 0.34)

<table>
<thead>
<tr>
<th>Training Sample</th>
<th>Prediction Result</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal Sample</td>
<td>Fraud Sample</td>
</tr>
<tr>
<td>Test Sample</td>
<td>149</td>
<td>43</td>
</tr>
<tr>
<td>Fraud Sample</td>
<td>22</td>
<td>74</td>
</tr>
<tr>
<td>Overall Validity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2 Neural networks model

This study used back propagation neural network (BPNN) to construct financial information fraud warning models in the manufacturing industry. After inputting 7 categories of variables, which are financial variables, corporate governance variable, and cash flow variables, the smallest root-mean-square value after convergence of the training model is 0.0284. In the aspect of training results (Table 6), the accuracy rate of judging normal company samples is 84.4%, with 30 out of 192 companies being misjudged, while the training accuracy rate of judging fraudulent company samples is 51.0%, with 47 out of 96 companies being misjudged. The overall hit rate is as high as 73.3%, which indicates that the prediction capacity of BPNN is relatively lower than that of the logistic regression model.

<table>
<thead>
<tr>
<th>Prediction Result</th>
<th>Training Sample</th>
<th>Normal Sample</th>
<th>Training Sample</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Sample</td>
<td>162</td>
<td>30</td>
<td>84.4%</td>
<td></td>
</tr>
<tr>
<td>Fraud Sample</td>
<td>47</td>
<td>49</td>
<td>51.0%</td>
<td></td>
</tr>
<tr>
<td>Overall Validity</td>
<td></td>
<td></td>
<td>73.3%</td>
<td></td>
</tr>
</tbody>
</table>

Both the output value of the BPNN and the logistic regression are a probability value. General models all set same occurrence probability of normal company samples and fraudulent company samples, using 0.5 as the threshold value. However, the prediction results of the logistic regression model suggested that, if the fittest judgment cutoff value is selected as the new threshold value, the judgment capacity of normal company samples and fraudulent company samples can be balanced. Based on the same viewpoints, the judgment accuracy rates of the BPNN when the fittest cutoff value is 0.36 different cutoff values. In such a case, the testing results (Table 7) indicate that the number of misjudged normal company samples increases from 30 to 53 with accuracy rate dropping to 72.4%, while the number of misjudged fraudulent company samples drops from 47 to 26, and the overall hit rate is 72.6%. It indicates that the BPNN has lower judgment accuracy rate than logistic regression model, regardless of the prediction of normal company samples, or the judgment of fraudulent company samples after adjusting the judgment values.

<table>
<thead>
<tr>
<th>Prediction Result</th>
<th>Training Sample</th>
<th>Normal Sample</th>
<th>Training Sample</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Sample</td>
<td>139</td>
<td>53</td>
<td>72.4%</td>
<td></td>
</tr>
<tr>
<td>Fraud Sample</td>
<td>26</td>
<td>70</td>
<td>72.9%</td>
<td></td>
</tr>
<tr>
<td>Overall Validity</td>
<td></td>
<td></td>
<td>72.6%</td>
<td></td>
</tr>
</tbody>
</table>

To determine relatively proper warning models, this research compared the prediction capacity of a verified logistic regression and a BPNN-warning model in various
aspects and Press’ Q (Table 8). The results revealed that, regardless of the judgment cutoff value, the logistic regression model has significantly higher capacities of judging both normal company and fraudulent company samples than BPNN. The Press’ Q of the logistic regression and BPNN reached a significant level, indicating the good fitness of the various models. The logistic regression model’s Press’ Q is higher than that of the BPNN, indicating that the logistic regression method has good predication capacity for manufacturing industry fraud warning model.

### Table 8

<table>
<thead>
<tr>
<th></th>
<th>Normal Sample Validity</th>
<th>Fraud Sample Validity</th>
<th>Overall Validity</th>
<th>Press’ Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression–0.5</td>
<td>87.5%</td>
<td>60.4%</td>
<td>78.5%</td>
<td>93.4***</td>
</tr>
<tr>
<td>Logistic regression–0.34</td>
<td>77.6%</td>
<td>77.1%</td>
<td>77.4%</td>
<td>82.347***</td>
</tr>
<tr>
<td>BPNN–0.5</td>
<td>84.4%</td>
<td>51.0%</td>
<td>73.3%</td>
<td>62.3***</td>
</tr>
<tr>
<td>BPNN–0.36</td>
<td>72.4%</td>
<td>72.9%</td>
<td>72.6%</td>
<td>58.7***</td>
</tr>
</tbody>
</table>

Notes: ***p<0.001.

5. Discussion and conclusion

Recently, due to drastic changes of the global financial environment, the topic of risk assessment and control has become relatively important to financial institutions in response to the implementation of Basel II (the second of the Basel Accords). Financial institutions around the world have actively established various risk assessment and prediction models to detect risks of financial information frauds in the credit granting process. The accuracy rate of the models is determined by the key prediction variables integrated in the models. Therefore, the rationality and effectiveness of the variables adopted should be occasionally inspected. Meanwhile, manufacturing industry occupies an important position in the overall development of the world economy, and is a major transaction partner of financial institutions. Once financial information fraud occurs, the loss will be difficult to estimate, therefore, it is of considerable importance to establish a set of fraud risk warning models for the manufacturing industry.

This study aimed to use financial variables, corporate governance, and cash flow variables to construct financial information fraud warning models for the manufacturing industry, and use logistics regression and BPNN as verification methods. The results show that logistic regression has a higher capacity than the BPNN in judging normal company and fraudulent company samples. When the fittest cutoff value is 0.34, the judgment capacity of logistic regression for normal and fraudulent company samples can reach a balanced state with a prediction capacity close to 80%, being higher than those with a fit cutoff value of 0.36. In addition, the logistic regression results suggested that the debt ratio variable of the financial variables, and the shareholding ratio of board directors of the corporate governance variables, are major indicators to judge financial information fraud for manufacturing industry. It is proved that financial and corporate governance variables are irreplaceably important to the prediction of
Manufacturing industry fraud. Therefore, it is suggested that judgment of financial information fraud of the manufacturing industry may start with preliminary inspection of debt ratio and shareholding ratio of board directors.

Moreover, the impact of other financial and cash flow variables (liquidity ratio, total asset growth rate, ROA, total asset turnover rate, and operating cash flow cover ratio) on "manufacturing industry fraud or not" has not reached a significant level. It is probably because manufacturers involved in financial information frauds in recent years are very skillful in altering financial statements, and using large sums of fake transactions that exaggerate profits and rapidly build assets. These acts are not easily detected, even if investors have disclosed the information. The research results are consistent with Keasey and Watson (1987), who suggested that manufacturers tend to alter financial statements. Therefore, no financial information fraud warning model is "absolutely" perfect. Only by constant adjustment of prediction variables in a timely manner could the warning models have "relatively" effective judgment capacity at different time points. The research findings also verified the conclusions of past studies (Dechow et al., 1996, Abbott et al., 2000; Bell and Carcello, 2000; Wang and Deng, 2006) that the integration of corporate governance variables into warning models can help improve judgment capacity.

To construct financial information fraud warning models for the manufacturing industry, this research collected sample data in a ratio of 1:2, for fraudulent samples to normal samples. Meanwhile, to increase the sample data of fraudulent company samples for identifying data of fraudulent company samples, this study integrated the data of the sample companies of the previous year (t-1), and the year before the previous year (t-2) for analysis. The above data selection method caused the overall prediction accuracy of the models to be below 95%. Future studies can increase related quantitative and qualitative indicators according to time and space, and use other research methods (Grey Theory, MDA, DEA-DA, RST) for preliminary screening to establish financial information fraud warning models, thereby perfecting the identification capacity of warning models for the manufacturing industry, and lowering losses resulting from inaccurate classifications.

According to research institution IDC, Taiwan has become the third largest manufacturer of electronics products, and the world’s fourth largest supplier for the high-technology industry. Hence, following the international high-tech countries like the United States and Japan have already been focused on the consumer electronic products, Taiwan will have assembled a complete core electronics manufacturer industry supply chain (Lin et al., 2008). However, most of the enterprises of Taiwanese manufacturing industries are small- and medium-sized enterprises, and their operating ability and capital turnover are usually not as good as the stability of large-sized enterprises. Hence, to construct consistent with characteristics of small- and medium-sized manufacturing patterns of financial information fraud warning model is an important part of risk prevention, it can minimize the risk of bad debts in the economic system and enhance capital market structure and competitive advantage of emerging industries.
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